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Abstract

This paper is about the development of statistical models of
prosodic features to generate linguistic meta-data for spoken
language. In particular, we are concerned with automati-
cally punctuating the output of a broadcast news speech recog-
niser. We present a statistical finite state model that combines
prosodic, linguistic and punctuation class features. Experimen-
tal results are presented using the Hub–4 Broadcast News cor-
pus, and in the light of our results we discuss the issue of a
suitable method of evaluating the present task.

1. Introduction
Basic automatic speech recognition (ASR) systems transform
audio to raw streams of words. To make these word transcripts
more usable in applications such as information retrieval and
speech understanding systems, some structuring in the form of
meta-data needs to be inserted into the word stream. This has
initiated an interest in automatic structuring techniques such
as topic segmentation, sentence boundary identification, named
entity classification and automatic punctuation generation. To
fully exploit the nature of the available data, many researchers
have sought to combine the linguistic information provided by
the ASR generated transcripts (albeit error prone), with com-
plementary prosodic information extracted from the audio data.

In this paper we are particularly concerned with investigat-
ing the usefulness of different prosodic features for the identi-
fication of three types of punctuation marks: the full stop, the
comma, and the question mark. Data are taken from the Hub–4
Broadcast News (BN) corpus, for which manually punctuated
and processed transcripts are available.

The remainder of this section summarises the motives for
making use of prosodic and linguistic information in our system
and reviews recent progress concerning the automatic structur-
ing of broadcast and spontaneous speech. Section 2 outlines
the models we have employed, and our experimental setup is
described in section 3. The results of these experiments are
presented in sections 4 and 5. Finally we discuss evaluation
measures for this task in section 6.

1.1. Prosodic and linguistic clues to structuring speech

Several studies have indicated that speakers use prosody (i.e.
pitch, speech unit durations, and pausing) to impose structure
on both spontaneous and read speech [1]. There is a high corre-
lation between acoustic cues to discourse structure and the posi-
tions of punctuation marks in transcripts. Human speakers (and
automatic speech synthesis systems) use prosody extensively to
add meaning to word sequences, such as distinguishing ques-
tions from statements.

Since it provides information complementary to the word

sequence, prosody is a potentially valuable source of additional
information. In particular, prosodic information is extracted di-
rectly from the audio and is therefore independent of the specific
performance level of the automatic speech recogniser.

Some textual clues may be used for identifying punctuation
marks in transcripts (either textual data or speech recogniser
output). The following example is extracted from the BN data
collection:

That may be the case, but that is not the truth.
Okay, thanks for your points. Politics as usual?

In this and many other examples words like ‘but’ often follow a
comma. Also note that in the last sentence, a purely linguistic
model would not be able to detect this sentence as a statement
or a question. However, prosodic clues would enable a listener
to easily disambiguate the two cases.

1.2. Related work

Previous work concerning the structuring of speech recogniser
transcripts has focused predominantly on the identification of
topic changes, sentence boundaries, named entities and dia-
logue acts.

A common way of exploiting prosodic information (e.g.
duration, pause, ��� , and speaking rate) for these tasks has em-
ployed CART-style decision trees. Shriberg, Stolcke and co-
workers investigated the capability of decision trees (both alone
and in conjunction with word-level models) for the classifica-
tion of dialogue acts in Switchboard [2] and the identification of
topic and sentence boundaries in broadcast news [3]. The latter
study indicated that although topic and sentence segmentation
benefitted somewhat from the incorporation of prosodic infor-
mation, named entity identification did not. It was concluded
that the use of prosodic cues is task and corpus dependent; in
particular, it was found that pause and pitch features were use-
ful for segmenting news speech, whereas pause, duration and
word-based cues dominated for natural conversation.

The Verbmobil project made extensive use of prosody to
derive more information about discourse structure [4]. In that
speech-to-speech translation system, prosody (mainly related
to ��� and duration) was used to guide the rescoring of an � -
best list of word hypotheses produced by the speech recogniser.
A rather long feature vector (276 dimensions) was computed
for each word, which was used in the identification of clause
boundaries by a multi-layer perceptron (MLP). In [5] prosodic
features and language models trained on the Verbmobil cor-
pus were successfully used to search word-lattices for the most
likely segmentation and the classification of dialogue acts.

Hirschberg and Nakatani [6] also investigated topic- and
sub-topic segmentation on Broadcast News data. Prosodic fea-
tures were used in a system for predicting whether a given frame



of speech belonged to an intonational phrase or to a break be-
tween phrases. This information was then used to identify into-
national phrase boundaries, that begin and end ‘topics’.

Automatic punctuation has only been investigated to a lim-
ited degree. Beeferman et al [7] presented an approach in which
� -best lists were rescored using a comma-aware trigram lan-
guage model. Chen [8] reported some small-scale experiments
in which punctuation marks were treated as dictionary words,
each with a predefined pronunciation. Kim and Woodland [9]
combined prosodic and lexical information in a system designed
for the identification of full stops, question marks and commas
in Broadcast News data. A prosodic decision tree was tested
alone and in combination with a language model, with some
improvements reported through the use of the combined model.

Some of our previous work concerned the detection of
sentence boundaries in broadcast speech transcripts [10]. An
� -gram language model was combined with an alternative
model estimated from pause duration information obtained
from speech recogniser outputs. On a collection of British
English broadcast news, experimental results showed that the
pause duration model alone outperformed the language model,
and that a combined model resulted in further improvement.

2. Punctuation Models
2.1. Prosodic information

We have used three classes of prosodic feature in this work.

� Pause durations. The speech recogniser models sen-
tence boundaries and silence using an acoustic model
corresponding to a pause. These two markers are also
predicted by the trigram language model. The recogniser
output also includes pause duration information, which
are used as features on their own and in conjunction with
the corresponding marker identity. This prosodic feature
was the only prosodic feature investigated in our investi-
gations of sentence boundary identifications [10].� Phoneme durations. Full phoneme level alignments are
provided by the speech recogniser, and this durational in-
formation has been extracted into two types of features:
1) the average duration of the phonemes in the preced-
ing word; and 2) the average duration of the vowels in
the preceding word. Both are normalised with typical
phoneme durations for each individual show.� Pitch. Pitch information is extracted from the acoustic
data using the Edinburgh Speech Tools [11]. Features
describing slope, range, and mean of the ��� regression
line over the preceding word.

2.2. Linguistic information

The modelling of the linguistic information is based on word
and punctuation mark sequences similar to that of language
models in conventional ASR systems.

Generally, punctuation marks can be seen as being attached
to the preceding word in the sentence. We formulate the prob-
lem of identifying punctuation marks as that of identifying the
last word before a punctuation mark, given a sequence of words
and prosodic features. Each word in a text will belong to either
one of the punctuation classes or a “not-preceding-punctuation”
class (denoted by

�
c ��� and ‘ � ’, respectively). Given this no-

tation, a corresponding class sequence for the example given in
the introduction is:

������� ��� � �����	��� ��
 ���� � ����� ��
 � ��� ��� �
Let  denote a vocabulary and � be a set of punctuation

mark classes. We consider that  is similar to vocabulary for
a conventional speech recognition system, typically containing
tens of thousands of words, and no case information or other
characteristics. Here, � contains four classes,

� . � ,
� , � ,

� ? �
and ‘ � ’ as described above. We consider the joint probability
of a sequence of words, �	���� ��� ��
�
�
�� � � , and corresponding
punctuation class tokens, � �� � ��� ��
�
�
�� � � :

��� ��� � � � � � � � ��! � "�$# �&% % % �
��� �'� � � � � � �)( � �+* �� � � � * �� ! 
 (1)

The superscript, � � �'� , indicates a linguistic modelling probabil-
ity in contrast to the prosody models presented in section 2.1.
Once a linguistic model is constructed, punctuation markings
can be identified by searching the Viterbi path such that:

�-,� � � � �/.1032'45.768:9 ; ��� �'� � � � � � � � �<! (2)

for an unseen sequence of words, �	�� .
We have investigated two different approaches that incorpo-

rate linguistic and prosodic information into an automatic punc-
tuation system.

2.3. Finite state model approach

The first approach is similar to the one used in [10] for identi-
fying sentence boundaries. A compound statistical finite state
model is developed, where each state represents a joint occur-
rence of a word, a punctuation mark class and a set of prosodic
features. We consider the joint probability of a sequence of
prosodic features, =1� � , along with corresponding sequences of
word and class tokens ( � � � and � � � ):

�>� = � � � � � � � � � ��! � "�?# �&% % % �
��� = � � � � � � �)( � �+* � � � � * � ! �

(3)

where we assume that the previous prosodic features do not in-
fluence the current prosodic features, or the current word and
punctuation class tokens (figure 1).

prosodic
features

words

classes
mark

punctuation

� � *A@ � �+* � � �

�B�� � * �� �+*C@

=�� *A@ = � * � = �
Figure 1: Topology for the punctuation mark model. The arrow
represent the evolution of the states, consisting of punctuation
mark classes, word, and prosodic components, rather than ex-
plicit probabilistic dependences.

The right side of (3) may be decomposed into the linguis-
tic model component, � � �'� , and the prosodic model component,� � DA� , in two different ways. Decomposition A is mathematically



motivated, whereas decomposition B is heuristic and has proven
to work well for sentence boundary identification [10]:

Decomposition A:

�>� = � � � � � � �)( � � * � � � �+* � ! �� ��� DC�+� = �3( � � � � � !������ � � � �'� � � � � � � ( � �+* � � � � * � !�� �
(4)

where � is a weight factor introduced to compensate for dis-
tortions in the probability estimates occuring because � � ��� and� � DC� arise from different sources.

Decomposition B:

�>� = � � � � � � �)( � � * � � � �+* � ! �� ��� DC�+� �B� � ��� ( =�� ! � ��� � � � �'� � �B� � ��� ( �B�+* � � ��� * � ! � 

(5)

These decompositions are discussed in [10].

2.4. MLP based approach

A second approach was motivated by the possible limitations
of the finite state model approach to incorporate numerous
prosodic features. We use MLPs to provide estimates for poste-
rior probabilities, �>� ��� ( �B� � =�� ! , and have investigated two main
architectures.

In the joint MLP system each MLP takes a feature vector
containing a number of features (prosodic and linguistic) and at-
tempt to classify one of the four punctuation mark classes

� . � ,� , � ,
� ? � and ‘ � ’ (figure 2 (a) ). This configuration allows us

to investigate the usefulness of each feature, providing us with a
confusion matrix corresponding to the particular subset of input
features.

The binary MLP system delegates the classification job
even further, letting each MLP deal only with the decision be-
tween ��� and 	>��� (figure 2 (b) ). A set of MLPs are trained,
each specialised in the identification of a particular punctua-
tion mark, and allowing for a detailed analysis of strengths and
weaknesses of the particular features.

Input
feature
vector

(a) (b)


���
���
���
joint mlp binary mlp ������ ��

Figure 2: Schematic overview of the joint MLP and bi-
nary MLP network configurations.

3. Experimental setup
In our experiments, we have used audio and punctuated tran-
scripts from a subset of the Hub–4 acoustic data1. On the 1998
evaluation set, the recogniser produced a Word Error Rate of
about 21% [12]. Table 1 summarises the statistics for the train-
ing and testing sets.

1Obtainable from LDC http://www.ldc.upenn.edu/.

Data part # shows #words #. #, #?
Train 101 675342 37526 26465 2169
Test 6 44714 2249 1498 143

Table 1: Statistics for the Hub–4 broadcast news subset.

We have employed two evaluation metrics based on re-
call/precision and the slot error rate.

Recall (R) and precision (P) are calculated in the usual way.
A weighted harmonic mean (P&R), sometimes called the F-
measure [13], may be calculated as a single summary statistic:

P � R �������� � � 

(6)

Although recall and precision are useful and informative mea-
sures, Makhoul et al. [14] have criticised the use of P&R, since
it implicitly deweights missing and spurious identification er-
rors compared with incorrect identification errors. They pro-
posed an alternative measure, referred to as the slot error rate
(SER), that equally weights three types of identification error
(incorrect, missing, and spurious). SER is analogous to word
error rate. It is obtained by

SER �"!#� $%� &' � !(�)$ (7)

where
'

, ! , $ , and & denote the numbers of correct, incorrect,
missing, and spurious identifications. Using this notation, recall
and precision scores may be calculated at � � '#* � ' �+!,�-$ !
and � � '(* � ' �.!/�0& ! , respectively. In general, the lower
the SER score, the better; for the others the higher the score, the
better.

4. Results using finite state approach
Table 2 presents results from performing automatic punctuation
on the test set. The table is organised so that the first col-
umn lists the scores when considering all punctuations in the
full task. The subsequent columns two to four give the details
for how well each of the individual punctuation marks were
recognised. Results from two different features are listed. The
top half of the table concerns the combination of the linguis-
tic model and the model for the pause duration features. The
second half displays results from using features describing the
average phone duration. The very first entry in the table present
the results from the testing using only linguistic information.

Concentrating first on the overall scores concerning the task
of recognising all the three types of punctuation marks (col-
umn one) it is clear that both types of prosodic model are able
to further increase the performance when combined with the lin-
guistic model. Specifically for the SER is decreased from 1.04
for the linguistic model alone to 0.89 when in combination with
the pause duration features, and to 0.90 when using the phone
duration features. A similar pattern is described by the devel-
opment in P&R scores that increase from 0.25 (linguistic) to a
maximum of 0.42 and 0.40 for the pause and phone duration
models respectively.

Moving on to looking in more detail at how the dif-
ferent punctuation marks contribute to the overall results
(columns two-four) shows a large variation in how much each
punctuation mark benefits from the use of prosodic information.
Initially, identifying question marks in this particular test set
was very unsuccessful. This might to some extent be due to lack
of sufficient training examples. Comparing results for full stops



All punctuation marks Full stop Comma Question mark
P R P&R SER P R P&R SER P R P&R SER P R P&R SER

Ling. 0.46 0.17 0.25 1.04 0.78 0.21 0.34 0.79 0.52 0.12 0.19 0.88 0 0 - -
+ Pause Dur.

A, � � �
0.49 0.33 0.39 0.89 0.84 0.44 0.57 0.57 0.48 0.17 0.25 0.83 0 0 - -

A, � � � � 0.39 0.45 0.42 1.05 0.78 0.63 0.70 0.41 0.39 0.19 0.25 0.81 0 0 - -
B, � � � 
 � �

0.38 0.18 0.24 1.02 0.78 0.21 0.34 0.79 0.52 0.12 0.19 0.88 0 0 - -
B, � � � 
 �

0.42 0.17 0.24 1.00 0.79 0.21 0.33 0.79 0.54 0.11 0.19 0.89 0 0 - -
+ Phone dur.
A, � � � 
 �

0.49 0.33 0.39 0.90 0.50 0.60 0.50 0.78 0.28 0.16 0.20 1.10 0 0 - -
A, � � �

0.50 0.33 0.40 0.89 0.60 0.44 0.51 0.77 0.17 0.29 0.21 1.07 0 0 - -
B, � � � 
 � �

0.65 0.15 0.24 0.90 0.95 0.22 0.36 0.78 0.41 0.04 0.08 0.96 0 0 - -
B, � � � 
 �

0.67 0.14 0.23 0.90 0.94 0.21 0.34 0.79 0.40 0.04 0.07 0.96 0 0 - -

Table 2: Results from automatic punctuating the test data using the finite state model approach. A and B refer to the two ways of
combining the models, and � is the weight term used in the expressions. The first column of the table shows the results from a scoring
of the hypothesised punctuated text, where all punctuation are taken into consideration. In columns two to four the results are split into
individual results for the different punctuation marks. Figure 3 illustrates the results using the pause duration features.

to those for commas shows that the linguistic model does a little
better in detecting the full stops than the commas. However, in-
cluding prosodic information has a very different effect on the
two types of punctuation marks. For the full stop features SER
is almost halved from 0.79 (ling.) to 0.41 (ling+pause) and P&R
doubled from 0.34 to 0.70. The phone duration features also in-
crease performance, albeit slightly less drastically. Comparing
this to the similar figures for the comma, only a very modest
improvement is observed; from a SER of 0.88 to 0.81 and 0.83
for pause and phone duration features respectively and similarly
for the P&R values. In particular for the pause duration features,
it is not surprising that this feature does to a large extent only
provide discriminant, complementary information for full stops
(and presumably also question marks), whereas the position of
commas would be far less accompanied by pauses in the acous-
tic stream. It is interesting to see that similar conclusions can
be drawn for the phone duration features.

Table 2 presents a few results for different values of � for
each type of decomposition. Figure 3 gives a more compre-
hensive graphical presentation of the test results involving the
pause duration features. P, R, P&R, and SER values are plotted
against the � weights and it is clear that the outcome of both de-
composition A and B is highly sensitive to the weight given to
each of the two model sources. Similar patterns were observed
when using other prosodic features.

5. Performance of extracted features
One of the objectives of the current work has been to qualify to
what extent a particular prosodic feature can predict an individ-
ual punctuation mark. Training MLPs in various configuration
helped us pursue this, and MLPs have been employed in two
different experimental setups.

Table 3 presents results for all of the pause, duration and
pitch based features when tested using the joint MLP, where
each MLP is trained to distinguish between all four punctua-
tion mark classes. Contrasting the different features shows a
large difference in ability to discriminate. The pause duration
features perform much better than any of the other features,
many of which completely fail to recognise any punctuation
marks. Comparing to the results reported above for the finite
state approach, the pause duration based MLP performs reason-
ably with SER and P&R of 1.06 and 0.32 respectively compared

to 1.04 and 0.25 for the linguistic model, but somewhat worse
than the linguistic and pause duration models combined with
SER = 0.89 and P&R = 0.42.

P R P&R SER
pause dur. 0.40 0.27 0.32 1.06

vowels dur. 0.00 0.00 0.00 1.00
phone dur. 0.00 0.00 0.00 1.00

pitch - slope 0.04 0.15 0.07 4.01
pitch - range 0.00 0.00 0.00 1.00
pitch - mean 0.00 0.00 0.00 1.00

Table 3: Single features results from classifying using the
joint MLP approach (figure 2(a) ).

The binary MLP systems can provide some more insight
into the relationship between the individual prosodic features
and the different punctuation marks. Binary decision type
MLPs were trained for all the prosodic features, and in Ta-
ble 4 representative results for two of the features are presented,
pause duration and average phone duration2. MLPs are suscep-
tible to uneven distribution of training examples in the training
data material, which the current data suffer from (see table 1).
To compensate for this, these results are therefore evaluated
as scaled likelihoods (obtained by dividing the MLP estimated
posterior probabilities through with the corresponding priors),
and the results should therefore reflect a more differentiated pic-
ture.

The results confirm the conclusions derived from the results
from both the finite state approach and the joint MLP approach.
When looking at the different types of prosodic information, the
pause duration features are by far the strongest candidate for
automatic punctuation. Comparing how well each punctuation
mark is recognised, (the question marks aside for the previously
mentioned reasons), the well performing pause duration feature
does significantly better in detecting full stops than commas. Ig-
noring the prior information an SER of 1.22 and P, R, and P&R
of 0.40, 0.41, and 0.40 respectively are obtained (not shown in
table). These compare to the values previously obtained with

2A collection of the full results are available via ftp at
ftp://ftp.dcs.shef.ac.uk/share/spandh/SToBS/docs.
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Figure 3: Results from automatic punctuating the test data using the finite state model approach, using linguistic and pause duration
features. See table 2 for further details.

the other approaches, and confirms that using MLPs is indeed a
valid means of gaining the knowledge about prosodic features
and punctuation marks we are seeking.

Pause duration features
P R P&R SER

Full stop 0.26 1.00 0.41 2.85
Comma 0.11 0.73 0.19 6.04

Question mark 0.02 0.92 0.03 53.09

Collective punc 0.51 0.40 0.45 0.99

Average phone duration features
P R P&R SER

Full stop 0.08 0.48 0.13 6.45
Comma 0.06 0.20 0.09 4.14

Question mark 0.00 0.00 0.00 1.05

Collective punc 0.13 0.22 0.17 2.22

Table 4: Results from testing the pause duration features and
the average phoneme duration features using the binary mlp
approach. The ’Collective punc’ entry refers to an MLP trained
on a data set, where the different punctuation marks are labelled
as being part of a collective punctuation class, i.e. all punctua-
tion marks are considered identical.

6. Discussion of evaluation methods
The way to evaluate automatic punctuation tasks is not obvious.
In this paper, we have chosen to score all results using both the
SER and the P&R measures. The P&R measure is a harmonic
weight between the precision and recall scores. The SER score
is computed as the total number of slot errors (missing, spuri-
ous and incorrect) divided by the total number of of slots in the
reference, which is fixed for a given task. It can be compared to
the word error rate score commonly used in speech recognition
tasks. As mentioned earlier the different in the two scores lies
in the fact that the SER score is a linear function of S, M and I,

whereas the P&R score deweights spurious and missing errors,
and Makhoul et al. argues that the error represented by P&R
(i.e.

� � ���
P � R) under-represents the total error.

For a task like automatic punctuation, the picture is even
more complex. The task has clear similarities to NE recogni-
tion tasks, where both the extent and the identity of the NE is
taken into consideration when scoring. For the current task, cor-
rect placement of the punctuation mark is crucial, but one can
argue, that the scoring of the identity of the punctuation mark
could be more gentle, than that of the SER measure used here.
Substituting a comma for a full stop will still aid the structur-
ing of the text to a great extent, and be better than having no
punctuation marks at all. On the other hand, spurious question
marks are likely to cause confusion.

Kim and Woodland [9] chose to count correctly placed but
wrongly identified punctuation marks as half an error, resulting
in an increased P&R (and a decreased SER3). Re-scoring our
results along these lines changes the scores for the linguistic +
pause duration A, � � �

: The P&R increases from 0.392 to
0.422 and the SER decreases from 0.890 to 0.837. These results
are similar to those in [9], although no direct comparison can be
made since different test sets were used.

In general, the choice of evaluation metrics is very task
dependent, and as for all classifier performance evaluations, it
comes down to a trade-off between requirement to the True Pos-
itive rate and the False Positive rate, i.e. which area in the ROC
space is acceptable.

7. Conclusions
In this paper, we have described approaches to automatic punc-
tuation in transcriptions of broadcast news data produced by a
large vocabulary speech recognition system. Statistical models
were developed making fully use of the available data. One was
based on linguistic information (based on sequences of words

3We propose to use a deweighted count for incorrect punctuations in
the SER formulation as follows: SER �����	� 
������������������������ ,
i.e. keeping the denominator constant across the task as is fundamental
to the SER score.



and punctuation marks as in a conventional language model) us-
ing the textual data from available transcripts of the news shows.
The other group of statistical models were extracted from the
acoustic data and were based on various extracted prosodic fea-
tures. Features such as pause duration, phone duration, and
pitch related values.

Two different approaches was used to obtain experimental
results for automatic punctuating with full stops, commas and
question marks on a subset of the Hub–4 collection of broad-
cast news data. Combining the linguistic model with a prosodic
model significantly reduced the slot error rate and increased the
related P&R measure. Particularly when using the pause du-
ration model. It was shown how this increase in performance
could be almost purely ascribed to the increased recognition
rate for full stops, whereas the other punctuation marks were
very little affected by the additional prosodic information.

The second approach made use of multi layered perceptrons
to model the prosodic features. Various configurations made us
conclude that there is a large difference in the usability of the
different features for the current task, as well as a large variation
in how much discriminant information the prosodic information
carry.

Overall we have indicated that durational features may be
used in a combined linguistic/prosodic model for punctuation
annotation. The results of this exploratory work have resulted
in a P&R of 0.42, although it is apparent that the recall/precision
tradeoff is rather dependent on the model and interpolation
scheme. It is notable that these results were obtained using a
small amount of training data (less than a million words), com-
pared with the corpora usually employed for language model
estimation.
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