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Abstract
This paper proposes a novel approach for estimating the spec-
tral envelope of voiced speech independently of its harmonic
structure. Because of the quasi-periodicity of voiced speech,
its spectrum indicates harmonic structure and only has energy
at frequencies corresponding to integral multiples of ��. It is
hence impossible to identify transfer characteristics between the
adjacent harmonics. In order to resolve this problem, Multi-
frame Analysis (MFA) is introduced. The MFA estimates a
spectral envelope using many portions of speech which are vo-
calised using the same vocal-tract shape. Since each of the por-
tions usually has a different �� and ensuing different harmonic
structure, a number of harmonics can be obtained at various fre-
quencies to form a spectral envelope. The method thereby gives
a closer approximation to the vocal-tract transfer function.

1. Introduction
The accurate estimation of the vocal-tract transfer function
(VTTF) is an important issue to explain the mechanism of
speech production. If we assume that in the source-filter
model[1] the source is a periodic impulse train, the estimation
of the VTTF is equivalent to that of a spectral envelope. The
envelope can be obtained easily by analysing the speech wave-
form using well-known methods and hence is often used instead
of the VTTF.

It has been pointed out, however, that estimation of the
spectral envelope is interfered with by the harmonic structure
(e.g. in [2]). Voiced sound shows quasi-periodicity in the time
domain and its spectrum consists of line-spectra, or harmonics,
which only have energy at frequencies corresponding to integral
multiples of ��. It is therefore impossible to precisely iden-
tify the transfer characteristics between the adjacent harmonics.
Since, as �� increases, the number of harmonics decreases and
the gaps between adjacent harmonics widen, it becomes harder
to estimate a detailed envelope. Even identifying the location
of formants can be difficult in some cases[3]. For this reason,
speech with high �� such as the female voice makes accurate
estimation of the envelope very difficult.

In estimating the spectral envelope of a voiced sound, con-
ventional methods merely interpolate between harmonic spectra
in the frequency domain using parameters such as cepstral coef-
ficients or linear predictive coefficients. Thus the envelope ob-
tained by those methods may vary depending on the harmonic
structure of the observed speech even if the vocal tract system
maintains an identical transfer characteristic. Fig.1 shows ex-
amples of spectra obtained by analysing artificial speech pro-
duced with a periodic impulse train through an all-pole filter,
in which poles are at frequencies corresponding to the first and
second formants of the sound [�]. Each graph shows the spec-
trum of the filter output generated at a different fundamental fre-
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re 1: Spectra of artificial voiced sound with different ��s

y. The thick line shows the LPC spectrum of the output,
in line the FFT spectrum of the output and the broken line
ansfer characteristic of the filter. Evidently, LPC spectra
ated by a conventional method vary greatly depending on
er harmonics appear at the frequencies around the formant
of the filter characteristic. The estimated peaks are dulled
harmonic exists at a peak frequency, and moreover the

ency of formant peaks, being affected by a harmonic with
maximum amplitude, tend to be incorrectly estimated.

this paper, we deal with the estimation of the spectral en-
e of voiced speech. Our proposed method employs many
ns of speech vocalised using the same vocal tract shape.
of the portions having usually different ��, we can obtain
cient number of harmonics at various frequencies to form
spectral envelope which corresponds to the VTTF. The

ope is then estimated by interpolating and smoothing all
rmonic spectra of all the portions.

2. Multi-frame analysis
Outline of the proposed method

er to resolve the aforementioned problem, we first locate
ns of speech which are vocalised using almost the same
-tract shape. Although the similarity of the vocal tract
can be roughly estimated from its phonetic contexts, we
y data that tell us the actual shape with greater reliability.
ata used in this study include articulators’ positions mea-
with an electromagnetic articulograph (EMA) system[4].
ince in the frequency domain each of the portions gener-
as a different �� and ensuing different spacing between
ent harmonics, we can increase the number of harmon-
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Figure 2: Overlapped spectrum of speech in various ��s

ics to form a spectral envelope representing the VTTF. Let us
consider again the above-mentioned artificial speech. Fig.2
shows overlapped 1024-point FFT results calculated from the
filter outputs in different ��s (200-300 Hz at 10 Hz intervals).
As it is clear from this figure, it becomes possible to obtain
more detailed spectral envelopes equivalent to the VTTFs from
the (quasi-)periodic system outputs with different ��, when the
transfer function of the system remains constant.

Spectral envelopes are obtained by interpolating and
smoothing all the harmonics included in all collected portions
using cepstra based on a least-squares criterion. Because of the
use of multiple frames in spectral envelope analysis, we call this
approach Multi-frame Analysis (MFA).

2.2. Spectral envelope estimation

2.2.1. Cepstrum

We adopt analysis frames as the above-mentioned speech por-
tions, and employ the cepstrum[5] as an expression of the spec-
tral envelope for the purpose of smoothing and interpolating
harmonic spectra of multiple frames. The cepstrum is a suit-
able parameter for representing zero and pole characteristics of
a system and can easily be developed into a perceptual scale
(Mel-scale)[6]. These merits allow the cepstrum to be widely
applied in the field of the speech technology (e.g. [7]).

Let ������ denote the Fourier transform of the speech
waveform. �������, the natural logarithm of ������, is then
defined as:

������� � �� ��������� � ��	
������� (1)

whilst ������� is given as the Fourier transform of the complex
cepstrum ��
�� by:

������� �
��

����

��
������� (2)

Taking into consideration the properties of the complex cep-
strum that ��
�� is a real number and the sum of an even function
������ and an odd function ������, the following equations are
obtained on referring to Eq.(1) and (2):

�� �������� �
��

����

���
�� �
����� (3)

��	
������� � �
��

����

���
�� ������� (4)
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Estimating the envelope of the amplitude spectrum

s determine a cepstrum which approximates the amplitude
the harmonics included in � speech frames based on

) using the least squares method. This can be considered
pansion of the cepstrum estimation in [8].
et 	�� and 
 �� denote, respectively, an observed log-
tude and frequency of the �-th harmonic (� � �� �� ���� 
�)
n the speech frame ��� �� �� �� ������, and � the sam-
period. Then, the total error �, the sum of the squares of
plitude approximation error for all the harmonics of all

ames, is as follows:
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.(6) we introduce weighting functions, ��
� for attaching
rtance to the low frequency band, and (��
�) for evaluat-
ch frame equally regardless of the number of harmonics.
actor �� is an offset that adjusts the total power of each
so as to minimise the error �. Eq.(6) is expressed in terms
tors and matrices as:
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the vector � indicates �- to �-order cepstral coefficients,
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quation can be solved by reducing it to a problem of
ted least squares. The normal equation is thereby:
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lving this, the cepstrum coefficients � can be found. Using
ained, the factor �� that minimises the entire error of each
� is calculated as:

�� �
�
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(10)



From the above, we can obtain a cepstrum which best ap-
proximates all the harmonic amplitude spectra of all the �
frames according to the following procedure: 1) Substitute �
for � (initial value); 2) Obtain �� using Eq.(10); 3) Calculate �
of Eq.(7), and terminate the procedure if � converges; 4) Find �
by solving Eq.(9); 5) Substitute � for ���
�� (amplitude normal-
ization); 6) Return to Step 2.

2.2.3. Estimating the envelope of the phase spectrum

Next, we determine a cepstrum which approximates the phase
of all the harmonics included in � speech frames. Whilst the
left side of Eq.(4), ��	
�������, represents unwrapped phase
spectrum, observed phases are wrapped phase, which is ex-
pressed using ���
������� in [5]. Unwrapping harmonic
phases for each individual frame leads to lack of accuracy be-
cause of the influence of spacing between harmonics. Hence
we cannot estimate the envelope of phase spectrum in the same
way as we did that of amplitude spectrum. We therefore adopt
the following method instead.

Let ��� and 
 �� denote, respectively, an observed wrapped
phase and frequency of the �-th harmonic (� � �� �� �� ���� 
�)
within the speech frame ��� �� �� �� ������. First of all, we
take a moving average of every observed phase, which is ex-
pressed as a point on the unit circle of the complex plane, under
a weighting factor (��
�) using the following equation.
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Here, the function ��
� indicates a window function for the
moving average, and �� a delay factor that adjusts the global tilt
of the phase spectrum so as to minimise the error � below. Let
its amplitude be normalised,

���
� �
��
�
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��
(12)

We consider ���
� the mean phase-spectrum of all the harmon-
ics in the � frames. In addition, we define the error between
the mean phase-spectrum ���
��� and all the observed harmonic
phase ��� as follows:
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The error � decreases and converges by iterating the procedure
with two steps, a step to adjust the observed phase ��� with the
delay �� so that � in Eq.(13) is minimised for each frame �,
and a step to calculate the mean spectrum ���
� applying �� to
Eq.(11) and (12). If the phase ��� is near the mean spectrum
���
 ��� and their difference is within the range of �� to �, we
can obtain the correcting value ��, which minimises �, for the
delay �� as:

�� �

���
���

��
 ���

��
 ��
���

�
����

�

�
���
�

�
���

���
 ���

�

���
���

��
 ���

(14)

As an

Here,
and f

T
certai
In ord
discre
Eq.(1
phase
culate
phase
the de

F
mates
the fo
culate
3) Fi
(�� �
(�� �
cepst
by pe
(
 �
wrapp

We co
data t

3.1.

The d
sente
includ
recor
versit
frequ
tion a

3.2.

Voice
to bu
sition
form
and s
were
tion w
87208
matio

In
all the
ing L

F
by ap
this c
Hz m
tion �
Hz st
Eq.(1
initial value of ��, we use the following:

�� �
��� � �

��
��
(15)

��� and 
�� correspond, respectively, to the observed phase
requency of the fundamental harmonic.
he above mean phase-spectrum ���
� usually includes a
n degree of delay factor (the slope of a phase spectrum).
er to remove this, we calculate an 
 -point (
 � ���)
te spectrum by sampling the continuous spectrum ���
� in
2) between � and the Nyquist frequency, following which
unwrapping[5] is performed. The delay � is then cal-

d as the slope of a linear-regression line that best fits the
spectrum. Finally, adding the delay � to ��, we cancel
lay component.
rom the above, we can obtain a cepstrum which approxi-
all the harmonic phase spectra of � frames according to

llowing procedure: 1) Initialise �� using Eq.(15); 2) Cal-
� using Eq.(13) and proceed to Step 6 if � converges;

nd the correcting value �� using Eq.(14) and substitute
��) for �� for all �; 4) Find the delay � and substitute
�) for �� for all �; 5) Return to Step 2; 6) Calculate

rum coefficients ���
���� � ����� � ���� � �� ���� ��
rforming inverse discrete Fourier transform to an 
 -point
���) discrete spectrum obtained by sampling and un-

ing the continuous spectrum ���
� in Eq.(12).

3. Experiment
nducted an experiment applying the MFA to actual speech
hat include articulatory information.

Data

ata used in the experiment is a corpus composed of 460
nces uttered by a female speaker (fsew0). The corpus
es parallel acoustic-articulatory information, which was

ded using a Carstens EMA system at Queen Margaret Uni-
y College, Edinburgh (see [4] for details). The sampling
encies of the acoustic waveform and articulatory informa-
re 16 kHz and 0.5 kHz respectively.

Method

d sections were first extracted from the corpus and used
ild a set of pairs of harmonic spectra and articulators’ po-
s. The harmonic spectra were estimated from the wave-
using the weighted least squares method in [9]. The width
pacing of the time window (Hanning) for this analysis
20 ms and 8 ms respectively. The articulatory informa-
as downsampled to the same period of 8 ms. Thereby
voiced frames with parallel acoustic-articulatory infor-

n were obtained in total.
order to identify frames with similar articulator settings,
voiced frames were divided into 2048 clusters by apply-

BG clustering method[10] to the articulatory data.
inally, cepstrum coefficients (order of 40) were calculated
plying the MFA to all the frames in each cluster. In
alculation, we employed a Gaussian distribution with 0
ean and 2 kHz standard deviation for the weighting func-
�
� in Eqs.(8)(13)(14), and a Gaussian window with 100

andard deviation for the moving-average window ��
� in
1).



3.3. Results

Fig.3 shows two examples of spectral envelopes calculated from
the cepstra obtained. In this figure, the dots represent observed
harmonic amplitudes (biased by the factor ��) in the upper
graphs and phases (shifted by the delay ��) in the lower graphs.
The solid line indicates the envelope of the amplitude spectrum
(upper) and phase spectrum (lower) calculated by the MFA.

4. Discussion

The experimental results show smooth envelopes which approx-
imate all the harmonics in each cluster. There appears, however,
to be a tendency that some clusters have fairly large variances of
observed harmonic spectra. A main cause of this is thought to
be that harmonic spectra are distorted by the SN ratio of speech
signal or some noises mixed in. However, it can also be con-
sidered that the variance of harmonic data in the acoustic space
may become large in those clusters, because we adopt cluster-
ing in the articulatory space but do not pay any attention to the
variance of data in the acoustic space. This will be the focus of
future work.

We assumed at the beginning that the voice source of the
source-filter model was a periodic impulse train and considered
spectral envelopes as the VTTFs. However, it has been reported
(e.g. in [11]) that the glottal waveform changes its shape de-
pending mainly on the pitch and power of the waveform. In
respect of this source problem, we are currently examining an
approach[12] that can take into account the change of glottal
characteristic using the MFA.

5. Conclusions

In this paper, we proposed a method to estimate the spectral
envelope of voiced speech free from the effects of its harmonic
structure. We discussed its theoretical aspects and conducted an
experiment applying it to actual speech data.

Another aspect of the MFA is that it produces a reliable
codebook which relates articulation with acoustic feature of
speech. We plan to make use of this correspondence to elu-
cidate the mechanism of speech production.
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Figure 3: Spectral envelopes of two articulatory clusters estimated using the MFA
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