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Abstract

This paper presents a new approach for estimating voice source
and vocal tract filter characteristics of voiced speech. When it
is required to know the transfer function of a system in signal
processing, the input and output of the system are experimen-
tally observed and used to calculate the function. However, in
the case of source-filter separation we deal with in this paper,
only the output (speech) is observed and the characteristics of
the system (vocal tract) and the input (voice source) must simul-
taneously be estimated. Hence the estimate becomes extremely
difficult, and it is usually solved approximately using oversim-
plified models. We demonstrate that these characteristics are
separable under the assumption that they are independently con-
trolled by different factors. The separation is realised using
an iterative approximation along with the Multi-frame Analy-
sis method, which we have proposed to find spectral envelopes
of voiced speech with minimum interference of the harmonic
structure.

1. Introduction
Various reports have been given on simultaneous estimation of
the characteristics of voice source and vocal tract. The ap-
proaches in those reports can broadly be divided into two types.
In one type of approach, approximating the source waveform
using a rather simple model, the methods estimate a small num-
ber of model parameters that determine the shape of the source
waveform and parameters that express the vocal tract transfer
characteristic[1][2]. In the other type of approach, approximat-
ing the vocal tract characteristic using a rather simple model, the
methods estimate the source waveform by filtering the speech
signal through the inverse of the vocal tract characteristic[3][4].
In either case, one of the characteristics is simplistically mod-
elled and, under the restriction of the model, the other character-
istic is found. From the viewpoint of filter design in acoustics
where both the input and output of a system are observed to
find the transfer characteristic of the system, it seems almost
impossible to estimate the characteristics of the input (the voice
source) and the system (the vocal tract) simultaneously only
from the output (speech). Hence conventional methods must
rely on approximation using oversimplified models.

In this paper, we deal with the problem of simultaneous
estimation of voice source and vocal tract characteristics. We
demonstrate how these two characteristics are separated using
the assumption that they are controlled separately by different
factors. In order to achieve this separation, we employ an itera-
tive method along with Multi-frame Analysis (MFA)[5], which
we have proposed to estimate spectral envelopes of voiced
sound with minimum interference of the harmonic structure.
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he paper is organised as follows: In section 2, our MFA
d is briefly explained, following which the simultaneous

ation of source and filter characteristics is described in sec-
. After an experiment is described in section 4, we discuss
ults in section 5.

2. Multi-frame analysis (MFA)
Outline

er to resolve the conventional problem that spectral enve-
stimation is seriously affected by the harmonic structure

iced sound[6], we employ many portions of speech vo-
d using the same vocal tract shape. Each of the portions
g usually different ��, we can obtain a sufficient number
monics at various frequencies to form a spectral envelope
corresponds to the vocal tract transfer function. The en-

e is estimated by approximating all the harmonic spectra
the portions using a cepstrum based on a least-squares

ion. Because of the use of multiple frames in spectral
ope analysis, we call this approach Multi-frame Analy-
FA). For the above speech portions, we currently adopt
sis frames.

Least squares estimate of the spectral envelope

ploy the cepstrum as an expression of the spectral enve-
for the purpose of smoothing and interpolating harmonic
ra of multiple frames. Let ������ denote the Fourier
orm of speech waveform, and ���� its cepstrum. Then,
llowing relation holds:
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on Eq.(1), we determine a cepstrum which best fits the
tude of all the harmonics included in � speech frames
the least squares method. This can be considered the ex-

on of the cepstrum estimation in [7].
et ��� and � �� denote, respectively, an observed log-
tude and frequency of the 	-th harmonic (	 � 

 �
 ���
 ��)
n the speech frame 
�� 

 �
 ���
��, and � the sampling
d. Then, the total error �, the sum of the squares of the
ximation error for the amplitude of all the harmonics of
frames, is expressed as:
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where

�� � ��� ���

In Eq.(2) we introduce a weighting function, ���� for attaching
importance to the lower frequency band, and (
���) for evalu-
ating each frame equally regardless of the number of harmonics.
The factor �� is an offset that adjusts the total speech amplitude
of each frame so as to minimise the error �. Eq.(2) can be solved
by reducing it to a problem of weighted least squares. The nor-
mal equation is expressed in terms of vectors and matrices as:
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where the vector � indicates �- to �-order cepstral coefficients,
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both �� and �� are �� dimension vectors,

�� � � ��� ��� ��� � � � ���

� ��
 �� � � 
 
 
 � � � 
 ��

and

���

�
����

 � ��	�
�

�� � ��	��
�
�� � � � � ��	��
�

��

 � ��	�
�

�� � ��	��
�
�� � � � � ��	��
�

��
...

...
...

. . .
...


 � ��	�
��
� � � ��	��
��

� � � � � � ��	��
��
� �

�
			


� ��



��

�
����

����� �

������ 0
0 .. .

���
��

� �

�
			
 (4)

By solving Eq.(3), the cepstrum coefficients � can be found.
Using � obtained, the factor �� is calculated as:

�� �
���� ���� �����

���� ���
(5)

From the above, we can obtain a cepstrum which best ap-
proximates all the harmonic amplitude spectra of all the �
frames according to the following procedure: 1) Substitute �
for � (initial value); 2) Obtain �� using Eq.(5); 3) Calculate �
of Eq.(2), and terminate the procedure if � converges; 4) Find
� by solving Eq.(3); 5) Substitute � for ���� (amplitude normal-
ization); 6) Return to 2.

3. Simultaneous estimation of source and
filter responses

3.1. Outline

Fig.1 shows the linear model of speech production assumed in
this study, which consists of two cascade components: a voice
source � and a vocal tract filter � . If the transfer function of
each component is controlled by a factor/factors independent of
that/those of the other component, the function of one compo-
nent can be separated from that of the other by iterative approx-
imation using a large corpus well-balanced with those factors of
both the components.
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Figure 1: Speech production model

Controllable factors

ontrollable factors must be observable. For the factor
filter component, we can use data of articulators’ posi-

measured using an electromagnetic articulograph (EMA)
[8]. For the factor of the source, we select �� and power

eech according to an early observation[9] that the wave-
of the voice source varies depending on �� and power of
h. Thus we adopt the following two assumptions:

The filter frequency response� changes depending only
on the vocal tract shape (or articulators’ setting).

The source frequency response � changes depending
only on the speech �� and power.

Data clustering

clustering[10] is employed to identify frames with similar
for a particular controllable factor. According to assump-

above, the controllable factor of the vocal tract filter is
ape of the vocal tract. All the voiced frames included in
rpus are divided, based on the articulatory information,

clusters (articulatory clusters) ��	�

 �� � 

 �
 �
 ���
 ��

t each of the clusters consists of frames with similar ar-
tory settings. According to assumption B, the controllable
s of the voice source are the �� and power of speech. All
iced frames included in the corpus are divided, based on
� and speech power information, into � clusters (source
rs) �

���
� �� � 

 �
 �
 ���
 ��, so that each of the clusters

sts of frames with similar �� and power values.

Simultaneous estimation

�, ��� and ��� denote the log-amplitude frequency re-
es of speech, vocal tract and voice source, respectively,
analysis frame 
. Since we assume that the speech pro-
n system is linear, there is the following relation between
three:

��� � ��� � ���

consider frames that belong to an articulatory cluster, the
tract response ��� becomes cluster specific because we
ed the vocal tract shape identical in each articulatory clus-
addition, ��� can be divided into its mean and variation,
are indicated by ���
�� and � ��� respectively. If we ex-

a cluster specific vocal tract response by ���	�, the equa-
an be written as:

��� � ���	� � ���
�� �� ��� �
 � �
�	�

 � (6)

king averages of both sides, we obtain the following rela-
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where � �	� represents the number of frames included in the �-
th cluster ��	�


 . In this equation the third term on the right hand
side can be eliminated if it varies with no correlation with the
vocal tract shape. Since the operation of MFA is equivalent to
averaging responses in a cluster, the first and the second terms
approximately correspond to a spectral envelope obtained as the
result of applying the MFA to the cluster. Let �� �	� be the spec-
tral envelope obtained by applying the MFA to the cluster ��	�


 ,
then,

�� �	� � ���	� � ���
�� (7)

If we substitute Eq.(7) into Eq.(6),

��� � �� ������� �� ��� (8)

where the following function was introduced:

� � �
�
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 � �
�	�



If we consider frames that belong to a source cluster, the vari-
ation of the voice source response, ����, becomes cluster spe-
cific according to assumption B above. If we express the cluster
specific variation of the source response by ������, Eq.(8) can
be written as:

��� � �� ������� �� ����� �
 � ����
� � (9)

For each source cluster ����
� , � ����� is thus given as:

� ����� � ��� � �� ������� �
 � ����
� � (10)

The variation � ����� is predictable by applying MFA to each
source cluster ����

� . Let ����� be the estimate, then ��� is conse-
quently expressed as:

��� � �� ������� � ��������� (11)

where we introduced:

� � ���
��� 
 � ����
�

If our corpus was large enough, we would find an identical
���
�� for every articulatory cluster. However, ���
�� is actu-
ally different for each articulatory cluster due to the bias of ��
or power in the corpus. In order to minimise this difference, we
reiterate the following estimates alternatively.

� Find �� �	� by applying MFA to ����� ����������
��
�	�

 	

� Find ����� by applying MFA to ������� ��������
��
���
� 	

We hereinafter consider �� �	� and �����, obtained in the manner
described above, to be the vocal tract response and voice source
response respectively.

3.5. Iterative estimation procedure

The MFA alternatively discovers the cepstrum �
�	�

 and ����� ,

which correspond to the frequency responses of vocal tract and
voice source, according to the following iterative procedure:

Step 1: For each articulatory cluster ��	�

 �� � 

 �
 �
 ���
 ��,

the cepstrum �
�	�

 is calculated by applying the MFA to

the harmonic amplitudes ����
 � �
�	�

 	. (the first ap-

proximation)
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2: For all the harmonics, approximate errors between the
observed log-amplitude �� and the log-amplitude calcu-
lated from ��	�
 are obtained as follows:

�� � �� ����
�������



This equation corresponds to Eq.(10) and �� accordingly
includes the fluctuation of the source response.

3: For each source cluster �
���
� �� � 

 �
 �
 ���
 ��, the

cepstrum �
���
� is calculated by applying the MFA to

����
 � �
���
� 	.

4: For all the harmonics, approximate errors between the
observed log-amplitude �� and the log-amplitude calcu-
lated from ����� are obtained as follows:

�� � �� ����
�������
�

5: For each articulatory cluster ��	�

 �� � 

 �
 �
 ���
 ��,

�
�	�

 is calculated by applying the MFA to ����
��

�	�

 	.

6: The estimation error � in Eq.(2) is evaluated and the
procedure is terminated if � converges. If not, Step 2-5
is applied repeatedly.

4. Experiment
Data and method

ugh the similarity of the vocal tract shape can be roughly
ated from its phonetic contexts, we employ data that tell
actual shape with greater reliability.

he data used in the experiment is a corpus composed of
entences uttered by a female speaker (fsew0). The corpus
es parallel acoustic-articulatory information, which was

ded using a Carstens EMA system at Queen Margaret Uni-
y College, Edinburgh (see [8] for details). The sampling
encies of the acoustic waveform and articulatory data are
z and 0.5 kHz respectively.
oiced sections were first extracted from the corpus and
to build a set of pairs of harmonic spectra and articula-
positions. The harmonic spectra were estimated from the
form using the weighted least squares method in [11]. The
and spacing of the time window (Hanning) for this analy-
re 20 ms and 8 ms respectively. The articulatory informa-
as down-sampled to the same spacing of 8 ms. Thereby
voiced frames with parallel acoustic-articulatory infor-

n were obtained in total.
ll the voiced frames were divided into 2048 articulatory
rs and 64 source clusters using LBG clustering. These
ers have been established empirically by preliminary ex-
ents.
inally, according to the procedure in 3.5, iterative approx-
on was performed to find the pair of cepstra (order of 40)
orrespond to ��	�
 and ����� . In this calculation, we em-
d a Gaussian distribution with 0 Hz mean and 2 kHz stan-
eviation for the weighting function ���� in Eq.(4).

Results and discussion

shows voice source responses obtained from three source
rs with different ��s and with powers that are close to
average value in the corpus. In addition, Fig.3 shows
source responses obtained from three source clusters with
ent powers and with ��s that are close to their average
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Figure 2: Voice source frequency responses for different �� 
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Figure 3: Voice source frequency responses for different powers

value in the corpus. In these figures, “F0” and “Power” indicate
the fundamental frequency and speech power of the centroid of
each source cluster. The voice-source response does not change
significantly with ��, though does with power when the power
is low.

In Fig.3, the response with low speech power (�
���� dB)
shows a large amount of energy at the first harmonic (funda-
mental) and suppressed higher harmonics in the low frequency
band (! 3 kHz). This tendency is very much in agreement with
reports (e.g. [9]) that the glottal waveform changes sinusoidally
when the power of voice is low. Moreover, it can be seen in the
same figure that the response with low speech power in the high
frequency band (" 5 kHz) increases more than 10 dB compared
to the amplitude in the low frequency band. We think that it
shows the relative increase of noise level since SN ratio reduces
when voice power is low.

5. Conclusions
We introduced a new approach to estimating voice source and
vocal tract characteristics simultaneously from voiced speech.
After a theoretical examination, an experiment is made applying
the approach to actual speech data.

Strictly speaking, it is clear from the explanation in section
3.4 that the approach does not completely separate the char-
acteristics of voice source and vocal tract filter. However, it
becomes possible to control voice source and vocal tract re-
sponses independently by using its result, which is useful in
some areas of speech technology, such as speech synthesis. The
responses can be determined automatically from the corpus us-
ing the method we presented here.

We informally carried out a speech re-synthesis test based
on sinusoidal synthesis[12] using the cepstra obtained in the
above experiment and the original �� contour, and confirmed
that intelligible, high quality speech was generated for two
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6. Future work
s paper we employed speech power as a factor to perform
ring in order to obtain the source clusters. However, we
d probably use the power of voice source, obtained by fil-
speech through the inverse of the vocal tract filter. This
be achieved by incorporating the clustering algorithm into

eration procedure.
oreover, we need to consider improving the clustering of

ticulatory space. Although we employed a data clustering
ique based on articulatory data, articulators’ movements
metimes perceptually important and sometimes less im-

nt depending on their positions. We are therefore currently
ining a new approach to perform clustering in the artic-
y space using a criterion in the acoustic (or perceptual)
.
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