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Abstract

Artificial neural networks (ANN) have proven to be well suited
to the task of articulatory feature (AF) recognition. Previous
studies have taken a cascaded approach where separate ANNs
are trained for each feature group, making the assumption that
features are statistically independent. We address this by using
ANNs to provide virtual evidence to a dynamic Bayesian net-
work (DBN). This gives a hybrid ANN/DBN model and allows
modelling of inter-feature dependencies. We demonstrate sig-
nificant increases in AF recognition accuracy from modelling
dependencies between features, and present the results of em-
bedded training experiments in which a set of asynchronous fea-
ture changes are learned. Furthermore, we report on the applica-
tion of a Viterbi training scheme in which we alternate between
realigning the AF training labels and retraining the ANNs.

1. Introduction
We first give a general motivation for our research, then describe
the context and focus of the work presented in this paper.

1.1. Motivation

This paper describes work which is part of an ongoing project
to build an automatic speech recognition (ASR) system where
a set of articulatory features (AF), rather than phones, provide
the internal representation mediating between the word string
and the acoustic observation sequence. The primary motivation
for this approach is to move away from the limitations of us-
ing phones, i.e. the “beads-on-a-string” paradigm [1]. Generat-
ing words as concatenations of phone models makes it difficult
to model the variation that is present in spontaneous, conver-
sational speech. Conventional systems use context-dependent
phone models to deal with this variation. We argue that AFs
offer a representation which can be used to derive a compact
and efficient model of the contextual and pronunciation varia-
tion encountered by a speaker-independent recognition system.

1.2. Context of the current study

Previous studies using AFs for recognition have typically re-
verted to phones at some level. In the word recognition sys-
tem we are currently implementing, we avoid re-introducing the
“beads-on-a-string” paradigm by describing words as sequences
of feature values. We choose to work with a dynamic Bayesian
network (see Section 4) framework for the following reasons:

• DBNs make it possible to model the dependencies be-
tween feature streams.
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• DBNs provide a unified framework in which to integrate
the components of a feature-based recognition system.

• Inference and estimation algorithms are available for
whole model classes, so prototyping novel models and
topology modification is simple (using GMTK [2]).

Figure 1 shows a single time-slice of our system in graph-
ical model notation. In our model, feature states, rather than
sub-phone states, generate observations. For each of the6 fea-
tures (see Table 1 below), a set of templates are defined, each of
which specifies a sequence of1 or more feature values. A word
is generated by specifying templates to dictate the behaviour of
each of the features (i.e. the sequence of values that feature must
pass through for this word). Variation due to pronunciation or
context is in terms of features and is encoded by the templates:
for any given feature, multiple templates may be associated with
a word. This dependence is modelled probabilistically.
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Figure 1:Graph depicting one time-slice of the AF-based recog-
nition system we are currently implementing. Square/round,
shaded/unshaded denote discrete/continuous, observed/hidden
nodes respectively, arrows denote dependencies and for clarity
inter-feature dependencies are shown with dotted lines.

Figure 2 illustrates template-based modelling of pronunci-
ation variation. Two possible manner templates for the word
“four” are shown, each with different prior probability, which
produce different alignments with the observation frames.

One of the central aims of this research is to use embed-
ded training to automatically learn pronunciation variation in
terms of articulatory features. To do so, we require an informed
initialization of the various components of the model, in par-
ticular the observation process which, as shown by the top half
of Figure 1, consists of an articulatory feature recognizer. Pre-
vious work on AF recognition has included deriving a set of
inter-feature dependencies [3], and using embedded training to
bypass some of the limitations of training on feature labels de-
rived from time-aligned phone labels [4]. In this paper, we fur-
ther refine our modelling of the observation process through the
use of artificial neural networks (ANN).
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Figure 2: Illustration of pronunciation modelling using tem-
plates, showing two possible manner feature strategies for gen-
erating the word “four”.

1.3. Focus of the current study

A number of studies, for example [3, 5, 6], have shown that
ANNs are capable of recognizing articulatory features with high
accuracy. Furthermore, ANNs have the benefit of being compu-
tationally cheap during recognition, and given their discrimi-
native nature, produce greater separation in hypothesis likeli-
hoods. Previous studies have employed a cascaded approach in
which separate ANNs are trained for each feature group. This
gives the advantage of robust classification [5], though makes
the assumption that features are independent of each other.

We have found the performance of our best DBN system,
which uses a Gaussian mixture model (GMM) observation pro-
cess, to be comparable to the performance of ANNs [4]. Each
of these methods have advantages: the DBNs can model inter-
feature dependencies, whilst the ANNs are discriminatively
trained. In this paper, we build on the strengths of each of these
two models, and present a hybrid ANN/DBN approach.

2. Data
Experimental work uses a subset of the Numbers Corpus [7]
(OGI Numbers), a collection of naturally spoken numbers
collected at the Center for Spoken Language Understanding
(CSLU). The utterances include isolated digit strings, contin-
uous digit strings, and ordinal/cardinal numbers, and have all
been orthographically and phonetically transcribed following
the CSLU Labelling Conventions [8]. The train and test sets
consist of a little over6 and2 hours of recorded speech respec-
tively. In all experiments, the acoustic waveforms are parame-
terized as12 MFCCs and energy with1st and2nd derivatives.

feature values cardinality

approximant, fricative, nasal,manner
stop, vowel, silence

6

labiodental, dental, alveolar,place
velar, high, mid, low, silence

8

voicing voiced, voiceless, silence 3
rounding rounded, unrounded, nil, silence 4
front-back front, central, back, nil, silence 5
static static, dynamic, silence 3

Table 1:Specification of the multi-levelled articulatory features
used in this work. Cardinalities given in the right-hand column.

We choose to work with OGI Numbers because of the de-
tailed phonetic transcriptions which include diacritics where ap-
propriate. A further consideration is that the data is useful for
prototyping word recognizers due to the limited (30 word) vo-
cabulary. The features, their values and cardinalities are listed
in Table 1.

3. Artificial Neural Networks
ANNs were trained using the NICO Toolkit [9]. Recurrent time-
delay neural networks consisting of three layers (input, hidden,
output) were used, one for each feature group. Each network
has one output unit for each value the feature can take. The
numbers of hidden units used were: manner 300, place 300,
voicing 100, rounding 200, front-back 250, and static 150. Dur-
ing training, input-output pairs consist of frames of acoustic pa-
rameters mapping to articulatory feature values. During test-
ing, for each acoustic frame, the feature networks each output
a value for each level that the feature can take. We interpret
the set of outputs of a network as an (un-normalised) discrete
posterior probability density function (PDF).

4. Dynamic Bayesian networks
A Bayesian network (BN) provides a means of encoding the
dependencies between a set of random variables (RV), where
the RVs and dependencies are represented as the nodes and
edges of a directed acyclic graph. Missing edges (which imply
conditional independence) are exploited in order to factor the
joint distribution of all random variables into a set of simpler
probability distributions. A dynamic Bayesian network (DBN)
consists of instances of a Bayesian network repeated over time,
with temporal dependency arcs linking the instances. The hid-
den Markov model (HMM) is a simple example of a DBN. The
parameters of the model include conditional probability tables
(CPTs) which describe the dependence of each discrete variable
on its (discrete) parents’ values, and conditional GMM distribu-
tions which describe continuous-valued variables dependence
on their (discrete) parents’ values.

4.1. AF recognition model topology

A set of inter-feature dependencies was derived for the task of
articulatory feature recognition in [3]. The same model topol-
ogy is used here, and is shown in Figure 3. In previous
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Figure 3: Graph depicting inter-feature dependencies. Each
feature is also conditioned on its value in the previous frame
(implied by dotted arrows) and a silence/non-silence node
which, along the observation node, has been omitted for clarity.

studies [3, 4], the observation process comprised a product of
Gaussian mixture models (GMM). The observation RVs were
continuous-valued (MFCCs), and the GMMs were evaluated to
provide the likelihood of each feature value generating a given
observation vector. In this work, we use ANNs to provide vir-
tual evidence (VE) [10], giving a model in the spirit of hybrid
ANN/HMM ASR [11, 12]. The “observations” generated by
the DBN are now the discrete-valued features themselves, but
rather than observing the feature values directly, we incorporate



VE about them into the DBN in the form of a discrete PDF over
each feature’s possible values, with the PDFs provided by the
ANNs. For a theoretical treatment of virtual evidence, see [10].

We incorporate virtual evidence as a scaled likelihood
[11, 12]. The posteriorpk(fk|yt) associated with each level
of featureFk is related to a generative likelihood by Bayes rule:

pk(fk|yt) =
pk(yt| fk) pk(fk)

p(yt)
(1)

Ignoringpk(yt), which is independent of the feature state, the
scaled likelihood is given as:

pk(yt | fk) ∝ pk(fk |yt)

pk(fk)
(2)

5. Experiments
We first give a set of baseline results, then describe embedded
training of feature CPTs and Viterbi training of the ANNs.

5.1. Baselines

A baseline for the hybrid ANN/DBN articulatory feature recog-
nition presented in this paper is given by the hybrid ANN/HMM
results reported in [13] (repeated in Table 2 below) for the same
task. A hybrid ANN/HMM is a particular form of ANN/DBN in
which feature streams are assumed independent of each other.
Any accuracy improvement over the ANN/HMM results can be
attributed to modelling of inter-feature dependencies.

ANN/HMM ANN/DBNfeature
accuracy accuracy

manner 84.6% 88.9%
place 81.6% 87.2%
voicing 84.2% 87.2%
rounding 84.7% 88.5%
front-back 84.1% 88.2%
static 81.6% 86.6%

overall 83.5% 87.8%

Table 2: Test set results for ANNs (frame-level) and hybrid
ANN/HMM system (segment-level). Column 2 taken from [13].

ANNs were trained using phone-derived AF labels, and
scaled likelihoods generated with priors calculated from train-
ing set feature-value frequencies. The only DBN parameters
requiring training are the feature CPTs which assign probabil-
ity to each value of a given feature conditioned on the values
of its parents. These CPTs were estimated on the same set of
time-aligned AF labels as used to train the networks. Feature
insertion penalties were set using a held-out validation set. Test
set results for hybrid ANN/DBN and ANN/HMM AF recogni-
tion are presented in Table 2. The performance is fairly uni-
form across the different features, with the ANN/HMM giving
an overall accuracy of83.5%. Modelling inter-feature depen-
dencies in the ANN/DBN system gives an increase to87.8%,
amounting to a26.1% relative reduction in error.

5.2. Learning asynchronous feature changes

The conditional probability tables (CPTs) which describe the
dependencies between features are sparse (i.e. most entries are
zero). This dictates which features values can co-occur and
which cannot. Training on phone-derived feature data leads to

a very strong set of constraints on feature co-occurrence be-
cause only combinations which occur in the training data accu-
mulate probability mass – the resultingsynchronous CPTsare
very sparse. The purpose of an AF approach is to model sub-
tleties due to effects such as coarticulation and asynchronous
movement of the production mechanism which are not com-
pactly represented by phones. That is, we wish to learn which
additional cells of the CPTs should have non-zero entries. In
the absence of labels which give the level of detail required to
train a set of asynchronous feature labels, we must infer this
information directly from the acoustic data.

In earlier work [4], trainingasynchronous CPTs(less sparse
than synchronous CPTs) for a feature recognition DBN, with
MFCC observations and a GMM-based observation process, re-
quired a cascaded approach. The memory requirements for full
inference with a6-factorial hidden state were so great that asyn-
chronous feature CPTs were trained for one feature at a time.
However, in the current work, the scaled likelihoods used as
virtual evidence are produced by ANNs (which are classifiers
rather than generative models). Since ANNs are trained to dis-
criminate between classes, they produce a larger spread in prob-
ability than GMMs (the discrete PDFs output by the ANNs have
relatively low entropy). In combination with beam pruning, we
find that full inference is now efficient enough to allow training
of CPTs for all features simultaneously.

As in [4], we start with very sparsesynchronous CPTs
trained on phone-derived feature data, raise the zero-probability
cells to some small value, renormalize and retrain with fea-
ture sequences (but not timings) given. The minimum value
is 1/(α card(Fk)), where card(Fk)) denotes the cardinality of
featureFk, α is 105, making the floor value an order of mag-
nitude smaller than the smallestsynchronous CPTcell value
found after training on canonical labels.

model accuracy # combinations
ANN/HMM 83.5% 2498
ANN/DBN 87.8% 54

ANN/DBN - asynch 87.8% 97

Table 3: Summary of results for ANN/HMM and ANN/DBN
AF recognition, the latter either with CPTs trained on phone-
derived feature labels or where embedded training has been
used to learn asynchronous changes. The number of feature
combinations found in the decoded output is also given.

Results, along with the number of feature combinations (i.e.
the combination of 6 feature values in a single frame) found in
the output are given in Table 3, for both canonically-trained (i.e.
synchronous) and asynchronous feature CPTs. For comparison,
the results using a hybrid ANN/HMM model are also shown.

We make two main observations from the results in this ta-
ble: first, that decoding with the ANN/HMM model, in which
feature streams are statistically independent, leads to substan-
tially more feature combinations than the ANN/DBN model.
We suspect many of these are spurious and result from small
alignment errors between the independent feature stream.

The synchronous ANN/DBN gives a higher AF recogni-
tion accuracy (due to modelling of inter-feature dependencies),
and more structure in the decoded output, i.e. fewer feature
combinations. A number of these combinations correspond to a
feature-encoding of phones. Embedded training of the feature
CPTs (ANN/DBN - asynch), does not improve accuracy, though
leads to an increase in the number of combinations found in



the output. This suggests that a degree of asynchrony has been
learned by reinforcing the likelihood of non phone-derive fea-
ture combinations. We expect to realize the benefits of this extra
detail in a word recognition setting.

5.3. Viterbi training of the ANN observation process

Section 1.2 discussed the context of the current study, and stated
our goal of using embedded training for automatic learning of
pronunciation variation in terms of articulatory features.

The experiment presented in this section forms a precur-
sor to this, and demonstrates that we are now able to perform
Viterbi training of the ANNs. Our previous attempts have led
to degeneration of the models. Viterbi training proceeds as fol-
lows: VE from ANNs trained using phone-derived feature la-
bels is used in conjunction with the asynchronous-feature DBNs
to realign the training set. The ANNs are then trained using the
newly-aligned training labels. In the experiment reported be-
low, we perform a single iteration of Viterbi training.

framewise validation accuracyfeature labels
phone-derived realigned

manner 88.3% 93.9%
place 85.7% 91.5%
voicing 91.7% 95.4%
rounding 88.1% 93.6%
front-back 87.2% 93.2%
static 88.2% 93.4%

overall 88.2% 93.5%

Table 4: Framewise validation set accuracies when ANNs are
trained on phone-derived vs. realigned feature labels

The framewise1 classification accuracy on a held-out vali-
dation set is used to determine convergence during training. We
find that for all features, these accuracies are higher after train-
ing on realigned feature labels than after training on the orig-
inal phone-derived ones. The framewise accuracies at conver-
gence are given in Table 4, and show an increase from88.2% to
93.5% averaged over all features, suggesting that the realigned
data leads to improved discrimination between feature values at
the frame level. Articulatory feature recognition by the asyn-
chronous ANN/DBN system yields a small, though not statisti-
cally significant increase in accuracy. Table 5 shows that Viterbi
training leads an accuracy increase from87.8% to 87.9%.

model accuracy
ANN/DBN 87.8%

ANN (Viterbi) /DBN 87.9%

Table 5: ANN/DBN articulatory feature recognition accuracy
before and after a single iteration of ANN Viterbi training.

The importance of this result is to show that we are able
to perform Viterbi training without the models degenerating
(as they had done in previous experiments). AF recognition
is an important component of the feature-based word recogni-
tion system we are building, though has inherent limitations as a
stand-alone task: models are trained and evaluated against fea-
ture sequences which carry the drawbacks of phones, as feature
labels are derived from the phone labels. In particular, feature
value insertions and deletions are not yet allowed, which limits

1Other results reported here use ASR-style recognition accuracy.

the representation of co-articulation and assimilation effects. In
the word-based system we are currently implementing, feature-
based modelling of intra-speaker and pronunciation variation
encodes a set of possible feature insertions and deletions. It is
in this framework that we believe Viterbi training will yield true
benefits.

6. Conclusions
In this paper, we have presented work which combines ANNs
and DBNs for articulatory feature recognition. We have shown
that by modelling the dependencies between feature streams we
produce a4.3% absolute, or26.1% relative reduction in er-
ror. Furthermore, we have discussed how to refine the model
through learning asynchronous changes where supported in the
data, and shown feasibility of the Viterbi training which will be
used in training our AF-based word recognition system.
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