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Abstract. Although older people are an important user group for smart envi-
ronments, there has been relatively little work on adapting natural language in-
terfaces to their requirements. In this paper, we focus on a particularly thorny 
problem: processing speech input from older users. Our experiments on the 
MATCH corpus show clearly that we need age-specific adaptation in order to 
recognize older users’ speech reliably. Language models need to cover typical 
interaction patterns of older people, and acoustic models need to accommodate 
older voices. Further research is needed into intelligent adaptation techniques 
that will allow existing large, robust systems to be adapted with relatively small 
amounts of in-domain, age appropriate data. In addition, older users need to be 
supported with adequate strategies for handling speech recognition errors.  

1   Introduction 

Older people are an important user group for many types of smart environments, 
ranging from sophisticated home automation systems to state-of-the-art environ-
mental control systems. Speech can form an important interface for smart home envi-
ronments because it is hands-free and enables potentially richer interactions. Spoken 
interaction is of particular benefit for people with mobility restrictions, such as those 
caused by diseases such as rheumatism and arthritis which affect one in three adults 
over the age of 65 in the UK1. Speech input and output is also very useful for visually 
impaired people: 10% of the population aged 65-74 in the UK is visually impaired2.  

Although there has been an increasing amount of research in smart home environ-
ments [1], there has been limited use of speech-based interactions. This is largely due 
to the challenges posed by spoken language systems in domestic environments. If the 
users are not forced to wear microphones, or to interact via some kind of handset, then 
room-based microphones distant from the user must be used. This dramatically  
                                                           
1 National Statistics: Morbidity: Arthritis is more common in women.  
  http://www. statistics.  gov.uk/cci/nugget.asp?id=1331. Last visited 27/01/09. 
2 Rosemary Tate, Liam Smeeth, Jennifer Evans, Astrid Fletcher, Chris Owen, Alicja Rudnicka: 

The prevalence of visual impairment in the UK. A review of the literature. Royal National 
Institute for the Blind.  Last retrieved 15/02/2009.  www.rnib.org.uk/xpedio/groups/public/documents/publicwebsite/public_prevalencereport.doc. 
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increases the problem of Automatic Speech Recognition (ASR), since the users’ 
speech must be separated from the many other acoustic sources in a home setting.  
Microphone arrays, which enable software directed beam forming, are an attractive 
approach to this problem [2], but the technology is still relatively immature, and is 
computationally demanding.  However, good results have been achieved for large 
scale automatic speech recognition tasks in less demanding environments, such as 
business meetings [3]. Furthermore, accurate speech recognition and natural-sounding 
speech synthesis, do not comprise a useful interaction modality on their own.  These 
speech technologies must be combined with speech understanding and dialogue man-
agement if a usable spoken language modality is to be provided.  The INSPIRE  
system [4] is one of relatively few examples of a smart home system with  
well-developed spoken interaction. 

Hands-free speech interfaces provide flexible solutions that free people from hav-
ing to carry an interaction device (such as a phone) or from having to physically move 
to a console, and are thus well suited to older people and to people with disabilities or 
limited mobility.  Such speech interfaces have even been shown to be feasible for 
users with severe speech impairments such as dysarthria, if the commands are appro-
priately designed and the system is sufficiently adjusted using samples of the user’s 
speech [5]. Despite this great potential, older users’ speech input presents challenges 
that the ASR community has only recently begun to address.  

In this paper, we examine the effect of speaker age on recognition performance, in 
terms of acoustic variability and in terms of linguistic factors.  We have performed 
two experiments. In the first experiment, we investigate linguistic differences between 
older and younger users in the context of the language modeling component of an 
ASR system; in the second experiment, we focus on the acoustic variability that arises 
from vocal ageing and report on the combined effect of linguistic and acoustic factors 
on ASR for older users. These experiments were performed using the MATCH cor-
pus, which contains interactions between both older and younger users and several 
different appointment scheduling dialogue systems. We conclude that innovative 
strategies are required for adapting existing speech recognition systems to older 
voices; in particular to achieve high accuracy, speech recognition systems not only 
need to cover the precise domain of interaction, but they also have to take into  
account the acoustic and linguistic characteristics of  older users’ speech. 

2   Older Speakers, Older Voices: A Challenge for ASR 

The effects of ageing are notoriously difficult to study because chronological age is a 
relatively poor predictor of anatomical, physiological, and cognitive changes  [6, 7]. 
This variability is not just due to genes, but also to individuals’ lifestyle [8]. As a 
consequence, older users are notoriously difficult to design for, because individual 
older people will have very different needs and abilities. 

With ageing, several degenerative changes occur in the respiratory system, larynx 
and the oral cavity which form the human speech production mechanism [9]. Signifi-
cant changes affecting speech include loss of elasticity in the respiratory system lead-
ing to decreased lung pressure, calcification of the laryngeal tissues leading to the 
instability of the vocal fold vibrations, loss of tongue strength, tooth loss, and changes 
in the dimensions of the oral cavity [10]. Ageing affects many acoustic parameters of 
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the speech wave form such as fundamental frequency, jitter, shimmer and harmonic-
noise ratios [11]. Ageing voices are also characterized by increased breathiness and 
slower speaking rates. All these changes in the acoustics of older voices have their 
impact on ASR systems: Word Error Rates (WERs) for older voices are significantly 
higher than for younger voices [12-14]. 

At first blush, older users’ language should not differ much from that of younger 
users. Even though cognitive abilities such as fluid intelligence generally decline with 
age [15], acquired knowledge, such as vocabulary, tends to be well-preserved [16] – 
to the extent that older users may use a richer vocabulary than younger ones.  How-
ever, older users are more prone to word finding difficulties [17] and may produce 
more disfluencies under stressful conditions [18]. Word finding difficulties can lead 
to unexpected pauses, phrasing, and disfluencies. Patterns of word use also change 
during the life span. Older people use fewer words that denote negative emotions and 
fewer self-referential words [19].  

3   The MATCH Corpus 

3.1   Design and Structure of the Corpus 

The MATCH corpus was recorded during a cognitive psychology experiment that 
investigated the accommodation of cognitive ageing in spoken dialogue interfaces 
[20]. 24 younger users (aged 18-29 years, mean 22) and 26 older users (aged 52-84 
years, mean 66) booked health care appointments using nine different simulated spo-
ken dialogue interfaces. Each person used each system only once in order to constrain 
the duration of the experiment. All dialogues were strictly system-initiative. Users 
could only select health care professionals and time slots proposed by the system; 
they were not able to suggest any aspect of the appointment themselves. This very 
restrictive design was chosen for two reasons: (1) it allowed us to control the dialogue 
structure for the purposes of the underlying cognitive psychology experiment; (2) user 
utterances were more likely to be restricted to the options presented in a given system 
message, which should make them easier to recognize.  

All users participated in an extensive battery of cognitive tests before the experi-
ment and completed detailed questionnaires rating system usability. A total of 447 
dialogues were recorded using an EDIROL R01 digital recorder and a sampling fre-
quency of 44.1 kHz.3 The dialogues contain 3.5 hours of speech. All dialogues were 
transcribed orthographically by a trained annotator using the tool Transcriber [21] and 
the AMI transcription guidelines [22], which were used for creating the AMI meet-
ings corpus [23]. The AMI guidelines were chosen because they have been explicitly 
designed to provide a solid basis for speech recognition research and to facilitate a 
wide range of further possible annotations. The corpus has been annotated semi-
automatically with dialogue acts and information state update information [24]. For 
our recognition experiments, the users’ speech was divided into contiguous sequences 
delimited by pauses, speech spurts. Older users produced a total of 1680 speech 
spurts4 while younger users produced 1369 spurts.  

                                                           
3 Recordings for three dialogues were lost. 
4 Speech spurts are contiguous sequences of user speech delimited by pauses. 
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3.2   Advantages and Limitations of the Corpus 

Although appointment scheduling is not a central task of smart environments, it is a 
key functionality in many related applications such as electronic diaries and automatic 
scheduling of health care appointments. Since the MATCH corpus was created for a 
cognitive psychology experiment, dialogue structure, appointment scenarios and sys-
tem vocabulary were tightly controlled. As a result, the vocabulary is much less di-
verse and the language is more formulaic than that of corpora which were recorded 
for speech research, such as DARPA Communicator [25]. It is also relatively small 
compared to other speech research corpora. Despite these disadvantages, the MATCH 
corpus is one of very few corpora that contain a large proportion of older speakers. 
Unlike the Dragon corpus [26] or the OYEZ corpus [27], it contains highly detailed 
dialogue act and information state annotations. The MATCH corpus has already been 
used successfully for training simulated users [28]. Simulated users typically interact 
with the dialogue system in order to learn dialogue policies. We found that the behav-
ior of older users could not be modeled adequately using data from younger users – 
age appropriate data was needed.  

3.3   Differences between Older and Younger Users 

In our analyses of the MATCH data, we found substantial differences in both speech 
and language between older and younger users. While younger users mainly produced 
utterances that were directly relevant to the appointment scheduling task, older users 
often attempted social interaction with the system. They thanked it for providing in-
formation, or provided information that was not specified in the task definition and 
could not be processed by the dialogue system. In particular, older users frequently 
attempted to take the initiative and suggest convenient appointment slots, even though 
the dialogues were strictly system-initiative. 

Overall, older people produce significantly more individual words (tokens) and sig-
nificantly more distinct word forms (types) than younger people. Taken together the 26 
older users used 373 distinct types, whereas the 24 younger users only had a vocabu-
lary of 92 distinct types between them.  Older users were more likely than younger 
users to use expressions other than “yes” to express agreement, such as “fine”.  Older 
people also tend to use expressions that are more appropriate in human-human interac-
tions, such as forms of “goodbye” or “thank you”. More detailed results can be found 
in [24]. These results lead us to expect that language models trained on material from 
younger users only will underperform when confronted with data from older users. In 
particular, we expect to see a high proportion of out-of-vocabulary words.   

4   Experiments 

In our experiments, we examined the effect of age-specific language models and 
acoustic models on speech recognition performance. All experiments were set up 
using the Hidden Markov Model Toolkit (HTK).5 

                                                           
5 HTK version 3.4. http://htk.eng.cam.ac.uk 
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4.1   Experiment 1: Impact of Language Modeling 

Design. The aim of this experiment was to assess the effect of the differences in 
interaction style between younger and older users described above, on the language 
modeling component of the speech recognizer and consequently on ASR 
performance. 

From the transcripts of the MATCH corpus, the following bigram language models 
were constructed: 1) from all the utterances of the older speakers (LM-Older); 2) from 
all the utterances of the young speakers (LM-Young); 3) for each test speaker, from 
the entire corpus excluding the test speaker (LM-All-1); 4) for each older test speaker, 
from the corpus of all the older speakers excluding the test speaker (LM-Older-1); and 
5) for each young test speaker, from the corpus of all the young speakers excluding 
the test speaker (LM-Young-1). For each older test speaker, three ASR experiments 
were performed, keeping the acoustic model fixed and using different language mod-
els for the speaker viz., LM-All-1, LM-Older-1 and LM-Young. Similarly, ASR ex-
periments were repeated for each of the young speakers using the language models: 
LM-All-1, LM-Young-1 and LM-Older. 

Since the amount of data in the MATCH corpus is not sufficient to build acoustic 
models from scratch, we used the speech from other corpora for this purpose.  Acous-
tic models were trained on 73 hours of meetings data recorded by the International 
Computer Science Institute (ICSI), 13 hours of meeting corpora from the National 
Institute of Standards and Technology (NIST) and 10 hours of corpora from the Inter-
active Systems Lab (ISL) [29]. These models were then adapted using the maximum a 
posteriori approach [30] with 13 hours of speech from 32 UK speakers from the 
Augmented Multi party Interaction (AMI) data. For training the models the wave-
forms were parameterized into perceptual linear prediction cepstral feature vectors. 
Energy along with 1st and 2nd order derivates were appended giving a 39 dimensional 
feature vector. The acoustic models were trained as crossword context dependent 
triphone Hidden Markov Models (HMMs).   

Results. Goodness of fit of the language model on a test set was measured using per-
plexity [31]. The lower the perplexity, the better is the language model for the test set. 
We also assessed the number of out-of-vocabulary (OOV) words, i.e. the number of 
words in the test set not present in the vocabulary of the language model. We found 
that language models trained on younger users were a bad fit of the language of older 
users, whereas data from the older users allowed us to model the language patterns of 
younger users reasonably well. In particular, models trained on younger users only 
did not contain many of the words older people used. These findings are consistent 
with the results of our experiments with simulated users discussed above. Detailed 
results are shown in Table 1. 

Table 1. Perplexity and % OOV Words 

Test Set Language Model Perplexity OOV (%) 
Younger LM-Older 5.44 1.38 
Older LM-Young 19.18 15.57 
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Fig. 1 shows ASR Word Error Rates (WER) using different language models as 
explained above, averaged over all the young speakers and older speakers respec-
tively. As we would expect from the results presented in Table 1, we find that WERs 
for older speakers are particularly high when using the language models of the 
younger speakers. This is due to the mismatch between the older and younger users’ 
interaction styles. Clearly, we need age-appropriate data to build adequate language 
models for older speakers.  

 
Fig. 1. ASR Word Error Rates for young and older speakers’ test sets using different language 
models 

4.2   Experiment 2:  Impact of Acoustic Models 

Design. In this set of experiments, we examined the impact of differences in the 
acoustics of older and young speakers on speech recognition performance. In order to 
isolate the effect of the acoustic models, we only used the language model LM-All, 
which contains all utterances in the MATCH corpus, for this set of experiments.  

The acoustic models described in the previous experiment (models adapted with 
AMI data) were used as the baseline models. For each of the old speakers, two acous-
tic models were created by maximum a posteriori adaptation of the baseline models 
using the speech from either the rest of the old speakers excluding the test speaker 
(AMI + MATCH older-1) or speech from the young speakers (AMI + MATCH 
younger). Acoustic models were similarly created for each young speaker with the 
speech data from all the older speakers (AMI + MATCH older) and the speech data 
from the rest of the young speakers (AMI + MATCH  young-1).    

Results. Fig. 2 shows average WERs for both young and older speakers. The WERs 
for older speakers are higher than those for younger speakers by 10.99% absolute 
using the baseline acoustic models. Adapting the models with speech from a new 
domain (i.e. appointment scheduling) is expected to reduce the WERs for the test data 
in the new domain. While adapting the baseline models with older speakers from the  
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Fig. 2. ASR Word Error Rates for young and older speakers’ test sets using different acoustic 
models  

MATCH corpus (AMI + MATCH older) brings down the WERs for young speakers, 
the results are even better with adaptation using speech from other younger speakers 
in the same corpus (AMI + MATCH young-1). The results for older speakers in Fig. 2 
are quite interesting, Contrary to the belief that speech from a new domain should 
help in creating better models for the new domain, adapting the baseline models with 
speech from the younger speakers of MATCH corpus (AMI + MATCH young) 
deteriorates the performance for the older speakers in the same corpus. Hence, there is 
a clear mismatch in the acoustics of older and young speakers resulting in a higher 
WER for older speakers. The reasons for this result require further investigation.  

5   Conclusion 

In our ASR experiments, we discovered that older users’ speech resulted in higher 
error rates compared with the speech of younger users. This was caused by both 
acoustic and linguistic factors. We have performed experiments with a variety of 
acoustic and language models, estimated from both in-domain and out-of-domain 
data, derived from both younger and older users. These results have highlighted the 
fact that ASR systems need to take into account both acoustic and linguistic aspects of 
the speech of older users.  

Our results indicate that the speech recognition component of a spoken dialogue 
system used in a smart home environment must be adapted to both the domain of 
usage and to the acoustic and linguistic characteristics of the users.  In particular, we 
have shown that in-domain speech data matched to younger users does not appropri-
ately adapt the system to the language of older users in the same domain. Even though 
the MATCH corpus was tightly controlled and covered a comparatively narrow do-
main, the findings of Möller et al. [32] suggest that we can expect to see similar re-
sults for other domains, such as controlling household items or  televisions. 

In order to accommodate the vocabulary and speaking patterns used by older peo-
ple as well as the sound of older voices, designers and programmers need to ensure 
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that adequate data is collected. In particular, the tasks must be clearly specified, and 
all relevant domains must be covered. This data set need not be large - it is possible to 
use existing data and small amounts of matched data to adapt generic ASR systems to 
task domain and user age. “Factored” adaptation algorithms are particularly promis-
ing. They can combine adaptation data that partially matches the task in question 
either in terms of age or in terms of  domain.  

Last but not least, since older people’s speech poses special challenges for ASR, 
systems need to provide adequate support for handling recognition errors, both within 
the voice modality, and in combination with other modalities.   
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