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Abstract
To automatically build from scratch the language processing
component for a speech synthesis system in a new language
a purified text corpora is needed where any words and phrases
from other languages are clearly identified or excluded. When
using found data and where there is no inherent linguistic
knowledge of the language/languages contained in the data,
identifying the pure data is a difficult problem.

We propose an unsupervised language identification ap-
proach based on Latent Dirichlet Allocation where we take the
raw n-gram count as features without any smoothing, pruning
or interpolation. The Latent Dirichlet Allocation topic model is
reformulated for the language identification task and Collapsed
Gibbs Sampling is used to train an unsupervised language iden-
tification model. We show that such a model is highly capable
of identifying the primary language in a corpus and filtering out
other languages present.
Index Terms: Language Filtering, Language Purification, Lan-
guage Identification

1. Introduction
This paper concerns Language Identification in the context

of ‘purifying’ a text corpus to determine which sentences are
in the primary language of the corpus and contain no foreign
words or phrases. This is a requirement for building the lan-
guage processing front-end of a speech synthesis system en-
tirely automatically in a new language where linguist resources
other than the text are unavailable.

Language identification is usually viewed as a form of text
categorization, Several kinds of classification approaches have
used to identifying the language of documents: Markov Mod-
els combined with Bayesian classification [1], Discrete Hidden
Markov Models [2], Kull-back Leibler divergence–namely rel-
ative entropy [3], minimum cross-entropy [4], decision trees
[5], neural networks [6], support vector machines [7], multi-
ple linear regression [8], centroid-based classifications [9] and
improvements to the previous method [10]. Other work include
conditional random fields [11] and minimum description length
with dynamic programming [12].

These methods are all supervised and require clean edito-
rially managed corpora for training. They are appropriate only
for a limited number of languages, and require relatively large-
sized documents. [13] demonstrate that “the task becomes in-
creasingly difficult as we increase the number of languages, re-
duce the amount of training data and reduce the length of docu-
ments”.

There have been some attempts to solve the problem of an-
notating training corpora. [14], in their multi-lingual speech
synthesis, used the phonemes, words and sentences multilayer

identification, and a combination of morphological and syntac-
tic analysis. This kind of domain specific, sophisticated-design
language identification is difficult to extend to the general sit-
uation. [15] according to the methodology of Web As Corpus
[16], collect very large-scale multi-linguistic corpora and con-
duct their annotation, then train their LangID.py tool using do-
main adaptation, to provide an off-the-shelf tool for general lan-
guage identification. The accuracy is still affected if the style
of the documents to be identified is inconsistent with the train-
ing corpus. To address this issue, [17] studied language iden-
tification of eBay and twitters postings; he utilizes the initial
and final words of postings and the corresponding site informa-
tion for the initial annotation, and then bootstraps a supervised
learning approach to achieve positive results. [18] with Twitter
and Facebook posting language identification, also uses a boot-
strap method where a trained supervised model, built from a
Wikipedia corpus is tuned by fusing it with the Tweets location
feature.

These approaches demonstrate the need for high-level an-
notation accompanying the documents to be identified. [17] and
[18] provide the annotation with observed context hints of post-
ings. Essentially, these are still supervised methods and there
will still be problems when the text to be identified includes
some languages which are not in training corpus.

For our requirement to purify a text where we have little
linguistic knowledge of the language or languages present, this
presents a problem and raises the key question: Can this anno-
tation for identifying language be generated automatically and
can unsupervised methods be used to identify language or at
least classify a text into the different languages present.

In our own work we are attempting to fully automatically
build the front-end language-processing component of a speech
synthesis system. This component is required to take text in a
given language, of which we have little of no linguistic knowl-
edge, and produce a linguistic representation of the sounds and
structure required to speak the text. We can achieve this using
methods such as vector space models [19] but to do so we re-
quire pure data in a single language as input. As we usually
dealing with low-resourced minority languages and the data we
are using is often found data and we do not have the expertise
to time to manually clean up data-sets. A typical scenario is
that we wish to create a monolingual corpus from Wikipedia
and similar web sites, the data crawled from these web sources
is generally a mix of several languages either due to code-
switching within the text of one language itself or due to the
text having been partially translated from another language.

The existing supervised or bootstrapped approaches are un-
suited to this problem and we require a completely unsupervised
language identification method. [20] demonstrate an approach
using similarity measures, but performance is greatly reduced
when compared to supervised methods. [21] present a promis-



ing co-occurrence graph approach, but each language present
must have a minimum of 100 sentences, which makes it un-
suited to our particular task.

This paper addresses these issues and presents an unsu-
pervised language identification method using the raw n-gram
count to characterise features and a reformulated Latent Dirich-
let Allocation (LDA) topic model. This approach is tested on
the ECI/MCI Benchmark and a Wikipedia Swahili corpus and
compared with other existing approaches. Additionally, we
propose a new measure based on Minimal Description Length
(MDL) to determine the number of languages present which we
argue is more appropriate than the perplexity measure usually
employed when modelling topics.

2. Latent Dirichlet Allocation for Language
Identification

To be able to identify language in an unsupervised fashion
we adopt and adapt a model from the field of Topic modelling.
The most common topic model currently in use, is the general-
isation of pLSI into Latent Dirichlet Allocation, which allows
documents to contain a mixture of topics, developed by [22].

The basic idea behind traditional LDA is that documents
are represented as random mixtures over latent topics, where
each topic is characterised by a distribution over words [22].
To adapt this to language identification we consider sentences
represented as random mixtures over latent languages, where
each language is characterised as a distribution over letter n-
grams counts. In such way, the document∼Language and
Language∼N-gram hierarchies can similarly be modelled by
the LDA for language identification, We call this approach
LDA-LI for short. Algorithm 1 gives the pseudo code of gener-
ative LDA-LI model.

// Language plate
for all languages k∈[1, K] do

sample components ~φk ∼ Dir(β);
end

// document plate
for all documents j∈ [1, D] do

sample mixture proportion ~θj ∼ Dir(α);
sample document length Nj ∼ Poiss(ξ);

// n-gram plate
for all n-grams i∈ [1, Nj] in document do

sample Language zij ∼Mult(~θj);
sample N-gram xij ∼Mult(~φzij );

end
end

Algorithm 1: generative model of LDA-LI

2.1. Gibbs sampling and inference

To maintain the parallel with the topic modelling literature
we will continue to discuss the model in terms of topics in doc-
ument meaning languages present in sentences, only speaking
specifically about language when it is directly appropriate.

The learning algorithm in this paper is based on the Col-
lapsed Gibbs Sampling (CGS) [23], a Markov-chain Monte
Carlo method. The model parameter φ = {~φk|~φk ∼ Dir(β)},
the set of topic distributions, can be integrated using the

Dirichlet-multinomial conjugacy. The posterior distribution
P (Z|W ) can then be estimated using the Collapsed Gibbs sam-
pling algorithm, which, in each iteration, updates each topic as-
signment zij ∈ Z by sampling the full conditional posterior
distribution:

p(zij =k|Zij , xij = w,Wij)

∝ (Cdoc
kj + α)

Cword
kw + β∑

v′
Cword

kv′ +Wβ
(1)

where k ∈ [1,K] is a topic, w ∈ [1,W ] is a word in the
vocabulary, xij denotes the i-th word in document j and zij the
topic assigned to xij . Wij denotes the words in the corpus with
xij excluded, and Zij are the corresponding topic assignments
of Wij . In addition, Cword

kw denotes the number of times that
word w is assigned to topic k not including the current instance
xij and zij , and Cdoc

kj the number of times that topic k has oc-
curred in document j not including xij and zij . Whenever zij
is assigned to a sample drawn from (1), matrices Cword and
Cdoc are updated. After enough sampling iterations to burn in
the Markov chain, θ = {~θj}Dj=1 and φ = {~φk}Kk=1 can be
estimated by

θkj =
Cdoc

kj + α
K∑
i=1

Cdoc
ij +Kα

, (2)

φkv =
Cword

kv + β
W∑
j=1

Cword
kj +Wβ

(3)

From equations 2 and 3, we see that the CGS learning and
inference are some kinds of pseudo counts of original corpus.
The implementation of CGS used in this paper is based upon the
implementation of [24] using a Map-Reduce parallel framework
with efficiency improvements by [25] using a Message Passing
Interface(MPI)1.

2.2. Feature space and model selection

One merit of LDA is that it inherently provides some de-
gree of the automatic smoothing. [26] point out the LDA is
a flexible latent variable framework for modeling sparse data
in extremely high dimensional spaces. Even with the default
hyper-parameter settings of those learning algorithms, LDA can
smooth the sparse count data and infer on unseen data [22].
Thus in this paper we have just used the raw n-gram counts
as the features.

The corpus is converted into samples by considering each
individual sentence a document. These documents are then con-
verted into character based n-gram counts (tokens for spaces,
and beginning and end of sentence markers are included for
each document). [27] show that for supervised learning n ≤ 3
is sufficient n-gram length, but as we are attempting unsuper-
vised learning, we include n-grams with n in the range 1-5 in
an attempt to capture more information across both short and
long contexts. Due to the smoothing ability of LDA to large
sparse data discussed in section 2.1, we are able to use the raw
n-gram counts without any smoothing, pruning or interpolation.
In practice, the smoothing and pruning is actually realised by
the hyper parameters α and β , which are configured with their
default small values(<1) suggested by [25].

1https://code.google.com/p/plda/



An important issue with the LDA topic model is how to
determine that an adequate number of individual topics are be-
ing modelled. In most cases [22, 23, 28, 29, 30], perplexity
is used to evaluate the resulting model on held-out data. In
our experiment, we found that the perplexity always reduces as
the number of topics is increased, as shown in figure 9 of [22]
and figure 10 of [28], this continues beyond the point where the
number of topics in the model is equal to the actual number of
different languages in the data.

To address this issue, we introduce a new measure base on
the Minimal Description Length principle to find the smallest
topic number with the best inference performance. MDL was
introduced by [31]. Here we use the refined MDL formulations
of [32],and normalise it by the joint entropy of a term (as op-
posed to the word) w in the test set and the given topic model T
by

H(w, T ) = H(T ) +H(w|T ),
T = argmin

T
H(w, T )

(4)

In this way, (4) punishes the model with more topics on the
first term.

Evaluation of this MDL measure still ongoing but generally
appears to work well. It is not reported further here as it is not
of direct importance because for the task of text purification,
where a majority language is present, we will show that if we
set the number of languages to 2 then the system performs well
and is able to separate out the non-majority languages into a
single class.

3. Experimental evaluation
Table 1 summarises the performance of the LDA-LI model

as a general unsupervised language identification tool, we find
high precision and recall and when compared to other existing
supervised systems our performance is not far behind. To evalu-
ate the LDA-LI model specifically for the language purification
task we perform the two experiments reported here.

In experiment 1 we try to simulate the typical scenario
of unsupervised language filtering using the ECI/MCI2 data, a
benchmark corpora for language identification studies [33]. A
majority language is mixed with an unknown number of other
languages (with and without kinship) with difference ratios. We
focus on the precision and recall of the majority language using
our LDA-LI system.

In experiment 2 we investigate the ability of our model to
filter a real Swahili corpora crawled from Wikipedia, where
Swahili is the majority language in the content, but is mixed
with additional material from an unknown number of other lan-
guages. Here we investigate the ability to filter this data and
find pure Swahili sentences with the number of topics set to 2.

3.1. Experiment 1

In experiment 1, we simulate the typical scenario of un-
supervised language filtering by mixing similar languages to-
gether in different proportions to determine how well the pro-
posed system can identify and purify the primary language.

In the case1, German is the considered the principal lan-
guage and mixed with Dutch, English and Turkish. We increas-
ing add equal amounts of Dutch English and Turkish to lower
the overall proportion of the primary language present.

2http://www.elsnet.org/eci.html

We report the results for proportions of the other languages
between 1 and 50% so that there is alway more German than the
other languages combined so that German remains the majority
language. In the case2, Dutch is the chosen as the major lan-
guage but mixed with German, English and Turkish to provide
a comparison.

For this experiment we fix the topic number of LDA-LI to
2, as in practice we would not know the number of other lan-
guages present and wish to apply unsupervised language filter-
ing, without this knowledge. Figures 1 and 2 show the results
for German and Dutch respectively. Where German is the pri-
mary language we see a very high precision whilst the ration of
the other languages is less than 0.25 after which point the pre-
cision drops or becomes a little erratic. However the recall is
lower and the model is quite conservative in identifying all of
the German sentences.

Where Dutch is the primary language (Figure 2 we see a
similar picture with precision, but here the recall is generally
much higher, except when the mix of other languages present is
less than 0.1, where we hypothesis there isn’t sufficient data to
have a good model of what the non-Dutch language class looks
like.

In general we see that our LDA-LI system can purify the
main language with high precision when it has ≤ 30% other
languages which is the typical scenario of language purifying.

We can get around the low recall since we can execute the
LDA-LI one more time for each cluster of to improve the recall
almost without degrading the precision. This kind of iterative
use can also be used to improve the precision when mixed ratio
is above 30%.
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Figure 1: German purification result. German is mixed with
different rations of other languages

3.2. Experiment 2

In experiment 2, we use a Swahili corpus crawled from
Wikipedia. This nominally consists of 172,724 Swahili sen-
tences but actually contains a mix of Swahili and other lan-
guages. Here, we also evaluate the LDA-LI model using 2 top-
ics (i.e. Swahili and Other) as a filtering procedure to find pure
Swahili sentences. Because it was unreasonable to determine
the language or languages present in every sentences of this cor-
pus manually, we used the langID.py with its pre-trained model
to evaluate the performance of LDA-LI. That is, we take the in-
ferences of langID.py as the underline correct language in the



Method sentence length of test precision recall Fscore
LDA-LI(12) Max 1297, Min 10

Average 81.65 characters

93.18% 92.97% 92.98%
langID.py 95.71% 96.00% 95.67%

Guesss language 99.27% 95.00% 96.99%
ICF 100 characters 97.10% 97.50% 97.30%

Table 1: performance over 10-fold CV
Note: ICF method is from [10]

0 . 0 0 . 1 0 . 2 0 . 3 0 . 4 0 . 5 0 . 6
0 . 0
0 . 1
0 . 2
0 . 3
0 . 4
0 . 5
0 . 6
0 . 7
0 . 8
0 . 9
1 . 0

Du
tch

M i x e d  R a t i o

 P r e c i s i o n
 R e c a l l

Figure 2: Dutch purification result. Dutch is mixed with differ-
ent rations of other languages

corpus to compute pseudo precision and recall values (pPreci-
sion and pRecall respectively in figure 3 for the LDA-LI model
with the probabilities greater than thresholds between 50% and
90%. This probability measure is the confidence score from the
LDA-LI, e.g., if the required probability is 90%, the LDA-LI
only outputs all those sentences which are confirmed as Swahili
with the probability≥ 90%. Because we set the topic number
fixed to 2, the smallest confidence is 50%.

We see that the changing the required probability of the
LDA-LI from 50% to 90% has a negligible affect on the pre-
cision of LDA-LI while it degrades the recall. The reason for
this is that in addition to any misinferences of LDA-LI, there are
also many very short sentences, which are Swahili and correctly
identified by LDA-LI but cannot be recognised by LangID.py.
This means the actual precision will be higher than that shown
in figure 3.

For the case where a sentences comprises multiple lan-
guages, we find in practice, that the presence of one or two
other-language words is sufficient to classify the sentence as
not being Swahili. This is the behaviour we desire for the task
we are investigating, but may not always be appropriate.

4. Conclusion and future work
In this paper, we presented LDA-LI, an unsupervised lan-

guage identification approach which takes raw 1-5 gram counts
as features and allows us to both classify sentences by language
or filter sentences not of the majority language from a corpora.
We can identify the number of languages present by a mea-
sure base on the Minimal Description Length principle. And
our experiments show that the LDA-LI is robust both for initial
annotation of unknown languages and for further inferring and

0 . 5 0 . 6 0 . 7 0 . 8 0 . 9
0 . 0
0 . 1
0 . 2
0 . 3
0 . 4
0 . 5
0 . 6
0 . 7
0 . 8
0 . 9
1 . 0

c o n f i d e n c e  o f  L D A - L I

 p P r e c i s i o n
 p R e c a l l

Figure 3: pPrecision and pRecall of LDA-LI when purifying a
corpus of Swahili mixed other language data

filtering.
For the language purification task we have shown that the

LDA-LI system purifies with a high precision for mixes of lan-
guages similar to those we would require the task for. This
makes it a useful tool for preparing found language corpora for
building speech synthesis front ends, and for recording-script
production in these languages, as a pure script is easier for a
subject to record and provides a better training set for acoustic
models.

As the primary language becomes less the majority lan-
guage present precision begins to suffer. It is possible in this
case that it would be better to use the system as a more general
language identification tool and allow it to classify the individ-
ual non-majority languages present into their own categories as
we have shown precision to remain high here.

The current system would reject sentences containing the
primary language of interest mixed with another language (in
the same sentence) but the LDA framework allows for multiple
topics to be assigned, so there is scope for further investigation
here.
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